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UPOTREBA VESTACKE INTELIGENCIJE ZA DETEKCIJU ,,PHISHING“ E-POSTE:
PRISTUP ZASNOVAN NA PRIRODNOJ OBRADI JEZIKA

THE USAGE OF ARTIFICIAL INTELLIGENCE FOR “PHISHING” E-MAIL
DETECTION: AN APPROACH BASED ON NATURAL LANGUAGE PROCESSING

Nemanja Sepa, Fakultet tehnickih nauka, Novi Sad

Oblast - INFORMACIONA BEZBEDNOST

Kratak sadrzaj — Ovaj rad istrazuje primenu naprednih
algoritama vestacke inteligencije i masinskog ucenja za
detekciju  ,,phishing” napada analizom sadrZaja
elektronske poste. Poredenjem performansi modela
Naivnog Bajesa, XGBoost-a, RNN-a i GRU-a, analizirane
su tacnost i efikasnost, pri cemu se razmatraju kljucne
prednosti i ogranicenja ovih modela u savremenim sajber
bezbednosnim sistemima.

Kljuéne refi: Vestacka inteligencija,
bezbednost, prirodna obrada jezika

informaciona

Abstract — This paper explores the application of
advanced artificial intelligence and machine learning
algorithms to detect phishing attacks by analyzing email
content. By comparing the performance of Naive
Bayesian, XGBoost, RNN, and GRU models, accuracy
and efficiency are analyzed, while considering the key
advantages and limitations of these models in modern
cyber security systems.

Keywords: Artificial intelligence, information security,
natural language processing

1. UVOD

U savremenom digitalnom svetu, elektronska posta ostaje
kljuéni alat za komunikaciju, kako u privatnom, tako i u
poslovnom okruZenju. Medutim, uz ovu rasprostranjenost
dolazi i do znaajne ranjivosti — ,,phishing® napada.
,»Phishing® predstavlja oblik sajber kriminala u kome
napada¢i pokusavaju da dobiju osetljive informacije,
poput korisnic¢kih imena, lozinki, finansijskih podataka ili
drugih li¢nih informacija, pretvaraju¢i se da su legitimne
institucije. Najces¢i medij za ove napade su ,,phishing* e-
poruke, zbog Cega su sistemi elektronske poste postali
kriti¢ni cilj sajber kriminalaca.

2. KONCEPTUALNI OKVIR ,,PHISHING*
NAPADA I UPOTREBE VESTACKE
INTELIGENCIJE I MASINSKOG UCENJA U
SAJBER BEZBEDNOSTI

Eskalacija ,,phishing” napada ukazuje na ogranicenja
tradicionalnih pristupa u sajber bezbednosti.

Konvencionalne metode, kao $to su filteri zasnovani na
pravilima i antivirusni programi, pokazale su smanjenu
efikasnost sa razvojem tehnika koje koriste napadaci.
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Savremeni napadi su sofisticiraniji i koriste tehnike
socijalnog inzenjeringa, kako bi zloupotrebili psiholoske
slabosti korisnika, ¢ineci teze prepoznavanje opasnosti za
tradicionalne bezbednosne sisteme [1]. Kao odgovor na
ovaj izazov, primena veStacke inteligencije (Al) i
masinskog ucenja (ML) pojavili su se kao resenje za
detekciju ,,phishing® e-poruka. Ove tehnologije, posebno
u kombinaciji sa obradom prirodnog jezika (NLP), nude
napredan pristup identifikaciji napada analizom sadrzaja i
strukture e-poruka na dubljem nivou.

Za razliku od stati¢nih filtera, Al sistemi uce iz novih
podataka i kontinuirano poboljSavaju svoje detekcijske

dinamiénim sajber pretnjama.

,,Phishing® napadi su pretrpeli zna¢ajnu evoluciju od svog
nastanka. Rani ,phishing“ napadi bili su relativno
jednostavni i pokusavali su da prevare korisnike da otkriju
licne podatke. Ovi rani napadi su se odlikovali lose
napisanim porukama, generickim sadrzajem i ociglednim
znakovima prevare, kao S$to su pravopisne greske i
sumnjivi URL-ovi [2]. Iako su tradicionalni sistemi za
detekciju  e-poruka  prvobitno  bili  efikasni u
prepoznavanju ovakvih napada, sofisticiranost tehnika
,,phishing" napada znacajno je porasla.

Tulan i Karti isti¢u da su najuspesnije tehnike za detekciju
phishing mejlova u velikoj meri zasnovane na analizi
specificnih segmenata same poruke. Dok se crne liste
Cesto koriste kao preventivna mera, njihova efikasnost je
ograni¢ena kada je re¢ o novijim, do tada nepoznatim
tehnikama napada. U tom smislu, neophodno je fokusirati
se na razli¢ite karakteristike poruke kako bi se ostvarila
veca tacnost u detekciji. Ovo ukljucuje analizu spoljasnjih
elemenata poruke, kao §to su podaci o posiljaocu, zatim
sadrzaja samog tela poruke, karakteristika vezanih za
URL linkove koji se pojavljuju u poruci, kao i informacija
koje se nalaze u zaglavlju poruke. Prema njihovoj analizi,
ovi aspekti su od klju¢nog zna¢aja za izgradnju sistema
koji bi mogli da efikasno odgovore na sve sloZenije
pretnje u oblasti fiSing napada [3].

3. ETICKA RAZMATRANJA UPOTREBE
VESTACKE INTELIGENCIJE U SAJBER
BEZBEDNOSTI

Primena vestacke inteligencije u sajber bezbednosti
donosi znacajna poboljSanja u otkrivanju sajber pretnji, ali
istovremeno i otvara brojna eti¢ka pitanja.
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Jedan od kljucnih izazova je ocCuvanje privatnosti
korisnika, buduéi da Al sistemi Cesto zahtevaju pristup
velikim koli¢inama osetljivih podataka kako bi efikasno
otkrivali ,,phishing* napade. Ova obrada podataka moze
narus$iti privatnost, jer ukljucuje pristup informacijama
koje nisu uvek relevantne za otkrivanje pretnji.

Dok resenja poput anonimizacije i enkripcije mogu
pomo¢i u zaStiti privatnosti, potrebno je pazljivo
upravljanje podacima da bi se smanjili rizici. Pored toga,
transparentnost Al sistema predstavlja jo§ jedan izazov.
Mnogi modeli, naro¢ito oni zasnovani na dubokim
neuronskim mrezama, funkcioni$u kao ,,crne kutije” koje
donose odluke bez jasnog objasnjenja [4]. Nedostatak
transparentnosti ograni¢ava razumevanje korisnika i
povecava rizik od nekontrolisanih gresaka, §to je posebno
vazno u slucajevima kada Al donosi odluke koje mogu
direktno uticati na poslovne ili bezbednosne procese.

Uvodenje objasnjivih Al (XAI) metoda moze povecati
razumevanje i prihvatanje ovih sistema, kao i omoguditi
bolji nadzor [5]. Pristrasnost je takode vazan aspekt, jer
ako modeli nisu obuceni na raznovrsnim i
reprezentativnim skupovima podataka, mogu favorizovati
odredene grupe ili propustiti legitimne obrasce. Ovo moze
dovesti do nepravednih rezultata, poput laznih pozitivnih
ili negativnih identifikacija, Sto se moze ublaziti
redovnom revizijom modela i koriS¢enjem raznovrsnih
podataka. Pored toga, pitanje odgovornosti u slucaju
greSke predstavlja znacajan eticki izazov. Ako Al
pogresno identifikuje legitimnu poruku kao zlonamernu
ili propusti da oznaci ,,phishing® sadrzaj, neophodno je
jasno definisati ko snosi odgovornost za nastalu Stetu.
Uspostavljanje jasnih etickih okvira i mehanizama
nadzora bi¢e od suStinske vaznosti za odredivanje
odgovornosti i1 efikasno upravljanje rizicima, posebno
kako Al sistemi postaju sve viSe integrisani u kriti¢ne
infrastrukture.

4. METODOLOGIJA IZRADE MODELA

Metodoloski  okvir istrazivanja zasnovan je na
prikupljanju, preprocesiranju i analizi skupa podataka o e-
porukama, nakon cega sledi implementacija i evaluacija
razli¢itih AI/ML modela. Skup podataka koris¢en u ovoj
studiji preuzet je sa platforme Kaggle, renomirane u
oblasti analize podataka i takmicenja u maSinskom
ucenju. Dataset sadrzi e-poruke koje su klasifikovane kao
»phishing® ili ,legitimne®, pruzajuéi raznovrsne primere
iz obe kategorije. Ova raznovrsnost je kljucna, jer se
,»phishing® e-poruke znacajno razlikuju po sadrzaju,
strukturi i nameri, $to ¢ini razvoj robusnog sistema za
detekciju izazovnim [6].

4.1 Tehnike preprocesiranja podataka

Preprocesiranje teksta i ekstrakcija podataka su kljucni
koraci u izgradnji pouzdanog modela za otkrivanje
phishing imejlova. Phishing poruke ¢esto sadrze suptilne
znakove koji ih razlikuju od legitimnih imejlova, a
identifikovanje tih znakova zahteva primenu razlicitih
tehnika za obradu prirodnog jezika (NLP). U nastavku su
opisane neke od najcesce koriS¢enih tehnika za
preprocesiranje i ekstrakciju relevantnih karakteristika iz
phishing poruka.

Tokenizacija: Tokenizacija podrazumeva razbijanje teksta
e-poruke na pojedinacéne reci ili fraze, poznate kao tokeni.
Ovaj korak je od sustinskog znacaja u NLP-u, jer pretvara
sirov tekst u jedinice koje se mogu analizirati pomocu
algoritama masinskog ucenja [7].

Pretvaranje u mala slova i uklanjanje stop reci: Svi
tekstovi se pretvaraju u mala slova radi doslednosti, kako
bi se spreCilo da model razliCito tretira istu re¢ u
zavisnosti od kapitalizacije (npr. ,,Password* u odnosu na
,password®). Pored toga, uklonjene su uobiCajene reci,
poznate kao stop reéi (,,the“, ,,is“, ,,and*), kako bi se
fokusirali na vaznije delove sadrzaja e-poruke [8].

Steming i lematizacija: Ove tehnike sluze za vracanje reci
na njihov korenski ili osnovni oblik. Steming ukljucuje
uklanjanje sufiksa i1 prefiksa (npr. ,playing™ postaje
,»play®), dok lematizacija vra¢a re¢ u njen ispravan oblik
(npr. ,,better” postaje ,,good*), uzimajuc¢i u obzir kontekst

[9].

Analiza N-grama: N-gram predstavlja sekvencu reci ili
karaktera duzine N. Analiza N-gramova omogucava
prepoznavanje Ccestih fraza ili obrazaca koji mogu
ukazivati na ,,phishing* poruke [10].

Ekstrakcija karakteristika pomo¢u BoW i TF-IDF: , Bag
of Words“ (BoW) metod predstavlja e-poruke kao zbir
reci, ignorisuéi njihov redosled, ali zadrzavaju¢i njihovu
frekvenciju. TF-IDF dodaje tezinu retkim, ali znacajnim
terminima, smanjujuéi uticaj uobiCajenih, manje
informativnih re¢i [11].

Ekstrakcija metapodataka: Pored tekstualnog sadrzaja,
analizirani su i metapodaci, kao $to su adresa posiljaoca i
struktura domena. Ovi podaci su kljucni za otkrivanje
sumnjivih elemenata u ,,phishing® porukama.

4.2. Odabir modela

Nakon preprocesiranja podataka, primenjeni su razliciti
AI/ML modeli kako bi se procenila njihova efikasnost u
detekciji ,,phishing™ e-poruka. Svaki od ovih modela ima
specificne prednosti i karakteristike koje su doprinele
unapredenju rezultata.

Naivni Bajesov klasifikator: Ovaj algoritam, zasnovan na
Bajesovoj teoremi, pretpostavlja nezavisnost izmedu
karakteristika, S§to ga Cini relativno jednostavnim za
primenu. Ipak, i pored ove pojednostavljene pretpostavke,
Naivni Bajes je dokazao svoju efikasnost u zadacima
klasifikacije teksta, posebno kada se radi o obradi velikih
setova podataka.

XGBoost:  Ovaj model primenjuje iterativno
poboljsavanje predvidanja kroz tehniku bustinga, $to ga
Cini izuzetno moénim u radu sa slozenim i visoko
dimenzionalnim  podacima. Njegova robusnost i
sposobnost da se uspeSno nosi sa neuravnotezenim
klasama Cine ga idealnim za detekciju ,,phishing® poruka.

Jednostavne rekurentne neuronske mreze (RNN): RNN
modeli su posebno pogodni za obradu sekvencijalnih
podataka, jer uzimaju u obzir vremenski kontekst i
redosled reci. Ova sposobnost je od velike vaznosti u
detekciji ,,phishing® e-poruka, gde su sekvence reci
klju¢ne za razumevanje poruke.
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Mreze sa gejt-rekurentnim jedinicama (GRU): GRU
modeli predstavljaju naprednu verziju RNN-a i
omogucavaju zadrzavanje vaznih informacija kroz duze
vremenske sekvence. Zahvaljuju¢i ovome, GRU mreze su
veoma efikasne u analizi dugackih i kompleksnih
tekstualnih poruka, §to ih €ini veoma primenljivim za
detekciju ,,phishing* e-poruka.

4.3 Evaluacija modela

Evaluacija svih modela izvrSena je koriS¢enjem metrika
kao Sto su tacnost, preciznost, odziv i F1-skor. Pored toga,
konfuziona matrica je koriS¢ena za vizualizaciju rezultata
klasifikacije, omoguéavajuci jasnu sliku o performansama
svakog modela u kontekstu detekcije ,,phishing” e-
poruka.

Model zasnovan na Naivnom Bajesu je pokazao izuzetne
performanse sa tacnoséu od 97,52%, preciznoscéu od 98%,
odzivom od 098 i Fl-skorom od 0.98, §to se moZe
pripisati njegovoj jednostavnoj arhitekturi zasnovanoj na
verovatnodi i pretpostavci o nezavisnosti karakteristika. U
praksi, ovaj model je izvrSio 1301 tac¢nu identifikaciju
,»phishing e-poruka (True Positive) i 2120 tacnih
identifikacija legitimnih e-poruka (True Negative), sa
relativno niskim brojem False Positive (50) i False
Negative (37) (Slika 1). Ovi rezultati ukazuju na to da je
model veoma pouzdan u konzistentnoj klasifikaciji
»phishing” poruka. lako je jednostavan, njegova
sposobnost da brzo obraduje podatke Cini ga praktiénim
izborom za velike tekstualne skupove podataka, posebno

kada su obrasci teksta konzistentni.
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XGBoost algoritam, iako komplikovaniji, pokazao je
solidne rezultate sa tacnoscu od 97,21%, preciznoséu od
97% 1 Fl-skorom od 0.97. Ovaj model je identifikovao
1306 ,,phishing e-poruka (True Positive) i 2104
legitimne e-poruke (True Negative), uz nize False
Positive (45) vrednosti od Naivnog Bajesa, ali nesto veéi
broj False Negative (53) (Slika 2). XGBoost se oslanja na
slozeniju arhitekturu zasnovanu na gradijentnom
pojacavanju, koja Cesto poboljSava  prediktivne
performanse putem ponovljenog podesavanja, ali zahteva
viSe vremena i raCunarskih resursa. U ovom slucaju,
model nije uspeo da nadmasi jednostavniji Naivni Bajes,
Sto ukazuje da njegova kompleksnost mozda nije uvek
potrebna za binarnu klasifikaciju tekstualnih podataka.
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Slika 2: Konfuziona matrica modela zasnovanog na
XGBoost algoritmu

Jednostavna rekurentna neuronska mreza (RNN) dala je
najslabije rezultate, sa ta¢no$éu od 73%, preciznos$éu od
72,86% 1 Fl-skorom od 0.72. Ovaj model je detektovao
755 ,,phishing" e-poruka (True Positive) i 1801 legitimnu
e-poruku (True Negative), ali je postigao visoke vrednosti
False Positive (596) i False Negative (356) (Slika 3), Sto
ukazuje na probleme u pravilnom klasifikovanju kako
,,phishing®, tako i legitimnih e-poruka. RNN modeli su
podlozni problemu ,,izumiranja gradijenata“, Sto uzrokuje
gubitak informacija tokom duzih sekvenci. To uti¢e na
njihovu sposobnost da se nose sa tekstualnim podacima
koji zahtevaju dugoro¢no zadrzavanje informacija.
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Slika 3: Konfuziona matrica modela zasnovanog na
Jjednostavnoj rekurentnoj neuronskoj mrezi
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Model zasnovan na GRU neuronskoj mrezi je pokazao
najbolje performanse medu rekurentnim mrezama, sa
taénoséu od 97,78%, precizno$éu od 98% i F1-skorom od
0.98. Ovaj model je ostvario 1296 True Positive i 2134
True Negative, uz veoma nizak broj False Positive (55) i
False Negative (23) (Slika 4). GRU, zahvaljujuéi svojim
»gejt“  mehanizmima, bolje zadrzava relevantne
informacije tokom duzih sekvenci, §to mu omogucava da
nadmasi osnovni RNN u tekstualnim zadacima kao Sto je
klasifikacija ,,phishing” poruka. Zbog svoje poboljsane
arhitekture, GRU je sposoban da preciznije identifikuje i
,»phishing” i legitimne poruke, Sto ga c¢ini efikasnim
izborom za zadatke koji zahtevaju dugoroc¢ni kontekst.
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5. ZAKLJUCAK

Istrazivanje o primeni veStacke inteligencije i maSinskog
ucenja u detekciji ,,phishing” napada ukazuje na znacajan
potencijal ovih tehnologija za unapredenje sajber
bezbednosti. Rezultati pokazuju da su modeli Naivnog
Bajesa i GRU postigli najvisu tacnost i pouzdanost, dok je
XGBoost pokazao solidne performanse uz poveéane
zahteve za raCunarskim resursima. U suprotnosti s tim,
RNN model je imao ograniCenja zbog problema sa
izumiranjem gradijenata, S§to je rezultovalo slabijom
identifikacijom ,,phishing* poruka.

Ovi rezultati isti€u vaznost odabira odgovaraju¢ih modela
na osnovu specifiénih zahteva aplikacija u oblasti sajber
bezbednosti, s naglaskom na efikasnost, brzinu i
preciznost. Pored toga, etiCka razmatranja, kao $to su
o¢uvanje  privatnosti  korisnika i transparentnost
algoritama, predstavljaju kljuéne aspekte koji moraju biti
integrisani u razvoj i implementaciju Al sistema.

U svetlu brzog razvoja sajber pretnji, kontinuirano
unapredenje i prilagodavanje modela postaje imperativ.
Aktivno ukljucivanje zaposlenih u procese detekcije i
prevencije ,,phishing* napada od sustinske je vaznosti za
postizanje uspeSnih rezultata u borbi protiv sajber
kriminala. Takode, vazno je promovisati kulturu
kontinuiranog u¢enja i prilagodavanja unutar organizacija,
kako bi se osigurala otpornost na sve sloZenije pretnje u
digitalnom okruzenju.
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