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Kratak sadrzaj — Ovim radom predstavijen je sistem za
pretragu slika zasnovan na CLIP modelu i vektorskim
bazama podataka, koji omogucéava efikasnu pretragu
vizuelnog sadrzaja na osnovu tekstualnih ili slikovnih
upita.

Kljuéne vrei: Pretraga slika, vektorske baze,
multimodalna ugnjezdenja, masinsko ucenje, CLIP model.

Abstract — This thesis presents an image search system
based on the CLIP model and vector databases, enabling
efficient search of visual content using textual or image-
based queries.

Keywords: Image search, vector databases, multimodal
embeddings, machine learning, CLIP model.

1. UVOD

U doba kada koli¢ina digitalnih slika raste nevidenom
brzinom proizilazi potreba za preciznom i efikasnom
pretragom vizuelnog sadrzaja. UspeSan sistem za pretragu
mora biti u stanju da protumaci korisnikove upite, zakljuci
njihove namere, a zatim primeni strategiju pretrage koja ¢e
verovatno vratiti relevantne rezultate. Tradicionalni
sistemi za pretragu Cesto zavise od tekstualnih oznaka
(tagova) ili metapodataka koji se rucno dodaju, Sto nije
odrzivo reSenje za velike baze podataka i Cesto nije
dovoljno tacno u reprezentaciji sadrzaja slika.

Razvoj pretrazivaca slika uz kori$éenje savremenih tehnika
masinskog ucenja i obrade podataka omoguéava nove
nacine pristupa informacijama i sadrzaju, olakSavajuéi
pronalazenje vizuelno sli¢nih ili konceptualno povezanih
slika.

U ovom radu, razvijen je sistem za pretragu slika koji se
oslanja. na CLIP (Contrastive Language—Image
Pretraining) model za generisanje multimodalnih
ugnjezdenja [1], koja kombinuju tekstualne i vizuelne
karakteristike u jedinstveni prostor vektora. Ugnjezdenja
se zatim indeksiraju u Pinecone vektorsku bazu podataka.

NAPOMENA:
Ovaj rad proistekao je iz master rada ¢iji mentor je bio
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Integracija sa Pinecone vektorskom bazom [2] pruza
skalabilno i brzo reSenje za pretragu i indeksiranje velikog
broja slika. S obzirom na moguénost indeksiranja
multimodalnih ugnjezdenja i brzog pretrazivanja, ovaj
sistem postaje izuzetno koristan u poljima kao Sto su
istrazivanje 1 pronalaZenje slicnog vizuelnog sadrzaja,
marketing, analiza drustvenih medija i kreativne industrije.
Osim $to unapreduje pristup vizuelnim podacima, ovaj
sistem takode predstavlja praktican primer primene
savremenih tehnika masinskog ucenja u realnim
okruzenjima, ¢ime doprinosi razvoju naprednih reSenja u
oblasti obrade i pretrage slika.

U zavisnosti od potreba korisnika, sistem podrzava dva
modela pretrage. Prvi model omogucéava pretragu na
osnovu slike, gde se kao wulazni parametar koristi
fotografija, za koju ¢e se u rezultatu vratiti deset
osnovu tekstualnog upita, tako S§to se kao rezultat vracaju
fotografije koje vizuelno reprezentuju sadrzaj zadanog
teksta.

Sistem je realizovan kao veb aplikacija, pri ¢emu je
pozadinski deo (backend) implementiran u Python FastApi
radnom okviru, dok je korisnicki interfejs implementiran u
React-u. Ovakva arhitektura omoguéava upotrebu
savremene platforme za pretragu slika na osnovu opisa ili
slicnih  vizuelnih karakteristika, ¢ime se znacajno
unapreduje korisnic¢ko iskustvo.

Aplikacija je osmiSljena da bude intuitivna kako
profesionalcima koji se bave analizom vizuelnog sadrzaja,
tako 1 krajnjim korisnicima koji Zele da lakse i brze dodu
do relevantnih vizuelnih informacija.

1.1. Skup podataka

U ovom radu koriséen je Flickr30k Entities [3] skup
podataka, proSirena verzija popularnog Flickr30k skupa,
standardnog benchmarka za opisivanje slika. Skup
obuhvata 31.800 fotografija i 158.915 receni¢nih opisa,
organizovanih u fajlu  results.csv sa kolonama:
image name, comment number 1 comment. Nakon
eksplorativne analize podataka zaklju€ene su karakteristike
skupa podataka. Glavni nalazi uklju¢uju ravnomernu
distribuciju komentara po slikama, umeren sentiment i
krace opise u vec¢ini komentara. Skup podataka je sam po
sebi dobro pripremljen, tako da faza pretprocesiranja ima
svega nekoliko dodatnih koraka.
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1.2. Radni tok vektorske baze podataka i CLIP
modela masSinskog ucenja

CLIP model maSinskog ucenja predstavlja savremeni
multimodalni pristup zasnovan na Transformer arhitekturi,
sposoban za istovremenu obradu tekstualnih i vizuelnih
podataka. Obuka CLIP modela obuhvata velike skupove
tekstualno-vizuelnih parova, gde model uéi zajednicki
reprezentativni prostor. Ovaj prostor omogucava da sli¢ni
tekstualni i vizuelni sadrzaji budu bliski u vektorskom
prostoru, $to ¢ini CLIP izuzetno korisnim za zadatke kao
$to su pretraga, klasifikacija i semanti¢ko povezivanje.
Kada se CLIP model integriSe sa vektorskom bazom
podataka, dobija se optimalan radni tok koji kombinuje
snage oba sistema. Na pocetku, CLIP model se prethodno
obucava kako bi naucio vektorske reprezentacije koje
mogu da povezu tekst i slike na semantiCkom nivou. Ove
vektorske reprezentacije zatim se ugraduju u vektorsku
bazu podataka, koja omogucava efikasno skladiStenje i
brzo pretrazivanje.

Kada korisnik unese tekstualni upit ili dostavi sliku, CLIP
generiSe vektorsku reprezentaciju upita. Vektorska baza
zatim koristi napredne algoritme za pribliznu pretragu
najblizih suseda, kao §to je HNSW, kako bi pronasla sli¢ne
vektore iz skupa podataka. Rezultati pretrage se vracaju
korisniku, pri ¢emu CLIP osigurava da ovi rezultati
odgovaraju semantickom kontekstu korisnickog upita.
Integracija CLIP modela i vektorske baze podataka
omogucava znacajno poboljSanje u odnosu na upotrebu
samo jedne od ovih komponenti. Ako se koristi samo
CLIP, rezultati mogu biti manje tacni u radu sa velikim
skupovima podataka. Sa druge strane, ako se koristi samo
vektorska baza podataka, rezultati mogu biti tehnicki
precizni, ali ne i u potpunosti semanticki relevantni za
korisnika. Kombinacija ove dve tehnologije omogucava
postizanje 1 preciznosti 1 prilagodenosti rezultata
korisni¢kim ocekivanjima, ¢ime se postize optimalan
balans izmedu efikasnosti i korisni¢kog iskustva u
multimodalnim aplikacijama.

1.3. Kontrastivno pretreniranje

Kontrastivno ucenje je metod obuke 47 modela koji ga uci
da razlikuje sli¢ne od razlicitih stvari, koriste¢i kontrastivni
gubitak. Konkretnije, na osnovu skupa od N parova (slika,
tekst), CLIP zajednicki trenira enkoder za slike i enkoder
za tekst kako bi predvideo koji od NxN mogucéih (slika,
tekst) parova u okviru skupa zapravo postoje [4].

Model prima batch podataka u obliku parova (slika, tekst).
Za svaku sliku u batch-u, vizuelni enkoder generise vektor
slike. Prva slika odgovara vektoru 77, druga 12, itd. Svaki
vektor je veli¢ine de, gde je de dimenzija latentnog
prostora, koja predstavlja broj komponenti (dimenzija)
vektora koji opisuju sliku ili tekst u zajednickom embeding
prostoru. Veli¢ina de je kljucna jer odreduje kapacitet
modela da uci i reprezentuje kompleksne odnose izmedu
tekstualnih i slikovnih podataka. Vece dimenzije
omogucéavaju bogatiju reprezentaciju, ali istovremeno
zahtevaju visSe resursa za obradu i memoriju. Izlaz ovog
koraka je matrica Nxde. Sli¢no, tekstualni opisi se
konvertuju u tekstualne embedinge {7/, 72, T3... Tn},
¢ime se dobija matrica N xde. Nakon toga, ove matrice se
medusobno mnoze, izracunavajuéi kosinusne sli¢nosti
izmedu svake slike i teksta, Sto rezultira N XN matricom.

CLIP u¢i multimodalni ugnjeZzdeni prostor tako $to
zajednicki trenira enkoder za slike i enkoder za tekst kako
bi maksimizirao kosinusnu slicnost ugnjezdenja slike i
teksta za N stvarnih parova u skupu, istovremeno
minimizujuéi kosinusnu sli¢nost ugnjezdenja za NXN—-N
pogresnih parova.

Na slici 1.3.1, to zna¢i da Zelimo da maksimiziramo
dijagonalu u matrici, dok minimiziramo sve ostale
elemente.

(1) Contrastive pre-training
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Slika 1. Kontrastivno pretreniranje
Za svako wulazno slikovno ugnjezdenje vrS$i se

klasifikacioni zadatak u pravcu x ose, koji nam govori koji
od tekstualnih ugnjezdenja {71, 72, T3... Tn} najvise
odgovara toj slici. Takode, za svako tekstualno
ugnjezdenje vrsi se klasifikacioni zadatak u pravcu y ose
koji govori koje od slikovnih ugnjezdenja {11, 12, I3...In}
ga najbolje reprezentuje. Na primer, slika // se opisuje
tekstom 7'/, a ne tekstovima 72, T3 itd.

Gubitak koji se ovde koristi je cross entropy gubitak,
izracunat izmedu logita i labela u x pravcu i y praveu, a
zatim se racuna njihova prose¢na vrednost. To znaci da ova
vrsta gubitka minimizuje greske u oba pravca — od slike ka
tekstu 1 od teksta ka slici. Sustinski, sa kontrastivnom
tehnikom, CLIP je treniran da razume da sli¢na
predstavljanja treba da budu blizu u latentnom prostoru,
dok razli¢ita treba da budu udaljena.

1.4. Pinecone

Pinecone [2] je specijalizovana baza podataka za
upravljanje vektorima, dizajnirana da olaksa rad sa velikim
skupovima podataka i slozenim zadacima pretrage u
domenu vestacke inteligencije i1 masSinskog ucenja.
Zasnovana je na konceptu vektorske pretrage i omogucava
korisnicima da efikasno organizuju, indeksiraju i
pretrazuju podatke visoke dimenzionalnosti.

Jedna od kljuénih prednosti Pinecone-a je njegova
sposobnost da precizno i brzo vr$i pretragu sli¢nosti u
velikim skupovima podataka. Ovo se postize kori§¢enjem
sofisticiranih algoritama za vektorsku pretragu, koji
omogucavaju brzo pronalazenje najrelevantnijih rezultata
na osnovu sli¢nosti ugradenih vektora.

1.5. Hijerarhijski navigabilan mali svet (HNSW)

Hijerarhijski navigabilan mali svet [5] je savremena
tehnika za pronalazenje pribliznih najblizih suseda datog
vektora u velikom skupu vektora. Ona funkcionise tako Sto
gradi graf koji povezuje vektore na osnovu njihove
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sli¢nosti ili udaljenosti, a zatim koristi strategiju pretrage
zasnovanu na pohlepnom pristupu za kretanje kroz graf i
Algoritam takode gradi hijerarhijsku strukturu grafa, gde
se svakoj tacki dodeljuje razlic¢it sloj sa odredenom
verovatnocom. Visi slojevi sadrze manji broj tacaka i duze
ivice, dok nizi slojevi sadrze veci broj tacaka i krace ivice.
Najvisi sloj sadrzi samo jednu tacku, koja predstavlja
ulaznu tacku za pretragu.

Hijerarhijska struktura omogucéava efikasnu i preciznu
pretragu, pocevsi od najviseg sloja i postepeno prelazeéi na
nize slojeve, pri ¢emu se u svakom koraku bira najblizi
¢vor kao sledeca tacka pretrage.

Hijerarhijska struktura koju koristi HNSW omogucava brzu
i preciznu pretragu, jer se pretraga zapocinje od najviseg
sloja i postepeno se spusta ka nizim slojevima, pri ¢emu se
u svakom koraku bira najblizi ¢vor kao sledeca tacka
pretrage.

Performanse HNSW algoritma zavise od nekoliko faktora,
kao Sto su dimenzionalnost vektora, broj slojeva, broj
suseda po ¢voru i broj koraka pretrage. Ovi faktori uti¢u na
balans izmedu tacnosti i efikasnosti, kao i na sloZenost i
skalabilnost algoritma.

2. SPECIFIKACIJA SISTEMA ZA PRETRAGU
SLIKA

Sistem za pretragu slika koristi arhitekturu koja objedinjuje
vise komponenti i tehnologija za omogucavanje efikasnog
indeksiranja i pretrage. Kao §to je prikazano na dijagramu
sa slike 2, ova arhitektura je zasnovana na integraciji
klijentske aplikacije, CLIP modela i vektorske baze
podataka sa sistemom za pretragu.

@ python @ Openal

&
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Slika 2. Arhitektura sistema

Klijentska  aplikacija: Razvijena u React-u, ova
komponenta pruza korisnic¢ki interfejs koji omogucéava
interaktivnu pretragu i prikaz rezultata. Korisnik moze
pretrazivati slike na osnovu teksta ili druge slike, a
aplikacija Salje zahteve sistemu za pretragu.

Sistem za pretragu: Glavni deo sistema, implementiran u
Python-u, vr$i osnovne funkcije za pretragu i obradu
podataka. On komunicira sa CLIP modelom i vektorskom
bazom kako bi kreirao i upravljao embedinzima za slike i
tekst.

CLIP model: Ovaj model, razvijen od strane OpenAl-a,
sluzi za kreiranje multimodalnih embedinga koji
predstavljaju semanticki sadrzaj slika i tekstova. CLIP
model generiSe embedinge koji se kasnije uporeduju sa
embedinzima u vektorskoj bazi kako bi se nasle slike koje
su najslicnije zadanom upitu.

Vektorska baza (Pinecone): Pinecone sluzi kao baza
ugnjezdenja, gde se embedinzi slika i tekstova Cuvaju u
vektorskom formatu radi efikasnog pretrazivanja. Kada

korisnik postavi upit, sistem uporeduje embedinge upita sa
embedinzima u Pinecone bazi kako bi vratio najsli¢nije
srezultate.

Ovakva arhitektura omogucava fleksibilno pretrazivanje
slika, bilo na osnovu tekstualnih upita ili sli¢nih slika, sa
velikom tacno$¢u i brzinom.

3. EKSPERIMENT

Ovim poglavljem definisaéemo izabran nacin za evaluaciju
implementiranog sistema i objasniti razlog za izbor istog.
U sistemima za pretragu informacija, kao $to su pretrage
teksta, slika ili multimodalnih podataka, metrike poput top-
N taénosti igraju kljuénu ulogu u proceni kvaliteta sistema.
Top-N tacnost predstavlja procentualni udeo upita gde je
relevantni rezultat (tj. dokument, slika ili drugi objekat)
pronaden medu prvih N rezultata rangiranih od strane
sistema.

U informacionim sistemima, korisnici ocekuju da
relevantni rezultati budu rangirani medu prvima. Visoka
top-1 tacnost pokazuje sposobnost sistema da konzistentno
vrata najrelevantniji rezultat kao prvi, dok visoke
vrednosti top-3, top-5 ili top-10 tacnosti ukazuju na to da
sistem efikasno identifikuje vecinu relevantnih rezultata,
iako oni mozda nisu uvek rangirani na samom vrhu.

Zbog velikih koli¢ina podataka u nasem sistemu (oko
31.800 slika), korisnic¢ka evaluacija bila je neprakti¢na, jer
bi ispitanici morali da procenjuju rezultate bez uvida u ceo
skup slika. Zbog toga smo se odlucili za automatsko
testiranje metrikom top-N tacnosti, koja omogucava
objektivnu procenu na reprezentativnom uzorku od 500
nasumicno izabranih slika.

4. REZULTATI I TUMACENJA

Dobijeni rezultati prikazuju procente tacnosti sli¢nosti
slika 1 tekstova. Vrednosti po sve Cetiri metrike date su
narednom tabelom

Tabela 1. Rezultati tacnosti CLIP modela u predvidanju
slicnosti slika i tekstova

Metrika ta¢nosti Procenat tacnosti
Top-1 tacnost 61%
Top-3 tacnost 75%
Top-5 tacnost 85%
Top-10 tacnost 94%

Ovi rezultati ukazuju da model Cesto gresi u identifikaciji
najboljeg podudaranja, ali sa ve¢im N postize znatno bolju
tacnost. Niska top-1 tacnost od 61% ukazuje na
ograniCenja modela u direktnoj tekstualnoj pretrazi. Ipak,
visoka ta¢nost u top-10 (94%) ¢ini ga veoma pogodnim za
inicijalnu fazu pretrage, gde se potencijalno relevantni
rezultati mogu rangirati za dalju obradu.

CLIP model pokazuje veliki potencijal kao osnova za
sistem pretrage, uz mogucnost poboljSanja kroz dodatno
podesavanje parametara, izborom drugih arhitektura
enkodera ili integracijom sa specificnim algoritmima za
fino rangiranje.

1285



5. ZAKLJUCAK

U ovom radu predstavljen je sistem za pretragu slika
zasnovan na CLIP modelu i vektorskim bazama podataka,
koji omogucava efikasnu pretragu vizuelnog sadrzaja na
osnovu tekstualnih ili slikovnih upita. Razmatrajuci
izazove savremenih sistema za pretragu, kao Sto su
ogranicenja tekstualnih oznaka i potreba za skalabilnoscu,
implementiran je pristup koji kombinuje multimodalne
embedinge i vektorske baze kako bi se obezbedila tac¢nost
i brzina u obradi velikog broja podataka.

Sistem je omogucéio dve vrste pretraga — na osnovu teksta i
na osnovu slike — pri ¢emu je postignuta visoka tacnost u
identifikaciji relevantnih rezultata, narocito u top-10
metrici (94%). lako top-1 tacnost od 61% ukazuje na
potrebu za dodatnim pobolj$anjima, rezultati su u skladu sa
ocekivanjima za primenu modela u slozenim i velikim
skupovima podataka.

Naucni doprinos rada ogleda se u uspesnoj primeni CLIP
modela za reSavanje stvarnih problema pretrage vizuelnog
sadrzaja. Evaluacija sistema pruza vredne uvide u
moguénosti 1 ograniCenja trenutnog pristupa, dok
sposobnost modela da generalizuje preko razlicitih
zadataka bez dodatnog finog podeSavanja potvrduje
njegovu robusnost i svestranost.

5.1. Dalji razvoj sistema

Buduca istrazivanja mogu se usmeriti na unapredenje
tacnosti kroz primenu naprednih tehnika, ukljucujuci
razli¢ite arhitekture enkodera i pazljiv odabir parametara
modela u skladu sa specificnim zahtevima domena
primene. Prosirenje sistema detaljnijim pretprocesiranjem
slika takode bi moglo doprineti pobolj$anju performansi.

Trenutno implementirani sistem Ccuva slike sa
metapodacima u indeks vektorske baze, pri cemu
metapodaci  obuhvataju  iskljuéivo nazive = slika.

Unapredenje sistema dodavanjem opisa slike kao dela
metapodataka znadajno bi poboljsalo korisnost i
funkcionalnost. Ovo prosirenje bi, pored bolje pretrage,
omogucilo i primenu naprednih tehnika semantickog i
hibridnog pretrazivanja koje podrzava Pinecone, cime bi se
dodatno  unapredile = mogucnosti  povezivanja i
identifikacije relevantnih sadrzaja.

Dodatno, integracija reranker-a u postojeci sistem mogla
bi znacajno poboljsati redosled prikazanih rezultata,
naroCito u slucCajevima gde je potrebno preciznije
rangiranje u okviru top rezultata. Reranker bi omogucio
finu obradu i prilagodavanje rezultata specifiénim
kontekstima pretrage, $to bi ujedno podiglo nivo taénosti
sistema i korisnicko iskustvo.

Zaklju¢no, sistem razvijen u ovom radu predstavlja
znacajan korak napred u oblasti pretrage vizuelnog
sadrzaja, objedinjuju¢i savremene tehnike maSinskog
ucenja i vektorske baze podataka. Njegova primena i
rezultati pokazuju potencijal za Siroku upotrebu u
razli¢itim domenima, dok istovremeno postavljaju osnovu
za buduéi razvoj i istrazivanje u ovoj oblasti.
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