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RISC-V SOFTWARE DEVELOPMENT WITH FOCUS ON RPC IMPLEMENTATION

Mapuja Hemuh, @akyimem mexnuuxux nayxa, Hosu Cao

Ooaact — EJIEKTPOTEXHUKA U PAYYHAPCTBO

Kparak caap:kaj — Osaj pad npeocmasma Oemasmah
onuc coghmeepcke apxumekmype U UMHIEMEHMAyuje
Mexanusma yoasmeHux noszusa npoyeoypa (Remote
Procedure Call — RPC) y oksupy yepahenoz cucmema
3acuosanoe Ha RISC-V apxumexmypu. Pao 0oxkymeHmyje
KOMNAEMAaH npoyec noousarsa cogmeepa Ha HOBOM Huny,
00  npeobumue  uHUYUjanU3AYUje — Xaposepa 00
YCnocmasmbara  QYHKYUOHAnNHe — KOMYHuKayuje — ca
CHODAWILUM CUCHIEMUMA.

Kmbyune peun: Paszsoj cogpmeepcroe okpyacera, RISC-
V, FreeRTOS, RPC

Abstract — This thesis presents a detailed description of
the software architecture and implementation of the
Remote Procedure Call (RPC) mechanism within an
embedded system based on the RISC-V architecture. It
documents the complete process of bringing up software
on a new chip, from the initial hardware initialization to
establishing functional communication with external
sSystems.

Keywords: Software Bring-Up, RISC-V, FreeRTOS,
RPC

1. YBOJ

Wneja ynassenor nozusa npouenype (RPC), Kojy cy npBH
myT yBenu Birrell nu Nelson 1984. ronune, npeacTaBbana
j€ BETMKHU KOpak Halpe] y AUCTpuOyupaHoj oopanu. OHa
oMmoryhaBa Jja ce mpouenype y npouecuMa Ha yJIaJbeHUM
padyHapuMa Mo3WBajy Kao Ja cy MPOLeAype Y JOKATHOM
agpecHoM mpoctopy. RPC cucteM ympaBjba OCHOBHUM
MEXaHU3MHMa — KOJIMPAmhEeM U JEKOAUPABEM M01aTaKa,
CllambeM TopykKa U 00e30ehuBameM Ja ce MO3UB IOHAIIA
Kao peryniapas nosus ¢yskmmje [1].

RPC wmopen koMmyHHKanuje u3aOpaH je Kao OCHOBHHU
MexaHuzaMm uHrepakuuje usmely host-a u Wi-Fi HaLow
4yHIna 3acHOBaHOT Ha SweRV EH 1 apXuTeKkTypu.

HAITIOMEHA:

OBaj pag npouncTeKao je U3 MacTep paja Ydju MeHTOP
je 6mo np Ipeapar Teogoposuh, Banp. mpod.

OcCHOBHA MOTHBAIIFja 332 0Baj U300p JIEKH y OTPEeOH 1a
Ce CJOXCHE oOmepalyje ca CTpaHe Ahost-a HWHHUIHPA)Y
jemHoCcTaBHUM (YHKUHWjCKAM MO3UBHMA, a Ja Ce IIPU TOME
H30I1Yjy JeTaJbu low-level KOMYHUKAIH]e,
CHHXPOHHU3aLHje u yIIpaBJbamba
MeMopujoM.immnementupann RPC MexaHH3aM NpHIiaga
kareropuju Hardware-Level RPC (Chip-to-Chip, On-
Board), woukperno SPI/[2C RPC tumy. Wako uun
UHTepHO KOopucTH AXI mpotokon, knacudukainmja ce
onpehyje  mpema  croJeamimbeM — HHTEpdejcy U
KOMYHHKAI[HOHHM KapakTepucTukama. 3 mepcrekTuse
CHOJBAIILET /0St-Ta, KOMYHUKaIHja Ce peau3yje Kpo3
cranmapaae SPI TpaHcakuwmje tae host (master) maibe
KOMaHIe Koje (YyHKIMOHMINY Kao yOaJbeHU IT03HBU
npouenypa ka Wi-Fi HaLow aniy (slave). IlITo ce True
KOMYHHUKAI[IOHOT MoJieNia HyJu KOMOMHAIHWjy CHHXPOHE
1 aCHHXPOHE KOMYHHKaLlHje.

wmb pana je mpuka3 KOHKPETHOT peliea pa3BHjeHOT Y
WHJTyCTPUJCKOM KOHTEKCTY 3a Wi-Fi HalLow uwnm, koje
oMoryhaBa KOMyHHKalujy usMmelly unmma ¥ CIIoJballliber
host ypehaja.

I'maBHU mpoOneMu perraBaHd y OKBHUPY OBOT IPOjeKTa
o0yxBaTajy MHHLOWjaIn3anujy u bring-up codtBepa Ha

SweRV EHI mnponecopy 3acHoBaHoM Ha RISC-V
ApPXUTEKTypH, MOPTOBAlkE  OMEPATUBHOI  CHUCTEMa
FreeRTOS wa 1weHy miaardopmy, pasBoj RPC

MeXaHHW3Ma 32 TpaHCIApeHTHY KOMYHHKalujy usmely
yrpal)eHOr 4uma W CKCTEPHOT Aost-a, MMIUICMEHTAIU]y
SP] KOMYHUKallMOHOT CJi0ja Ca CHHXPOHHW3ALMjOM U
yIpaBJbakhbeM TpeKHINMa, pas3Boj host crpane RPC
KOMyHMKaIlfje, Kao ¥ ONTUMH3ALM]y pecypca W
MEMOPHjCKHX 3aXTe€Ba CUCTEMA.

2. COOTBEPCKA U XAPJABEPCKA IIVIAT®OPMA

Ileo cucreM ce cacroju W3 JBa MPOIECOPa, O KOjUX je
jenan HalLow modem muponecop koju Hymu Wi-Fi
¢ynkmonanaocty. Ja 6 Ta (yHKIMOHAIHOCT ocTana
M30JI0BaHa, ocTayie (PYHKIMOHAIHOCTH CY JI€0 WHTEPHOT
host ipotiecopa, SweRV EHI. Y oBOoM pany je ommcaH
BEroB pa3Boj. Ynm mpezcrasipa crenvjann3oBany Wi-Fi
HalLow craHnmy Koja mpuMa KOMaHJE OJ CIIOJhAIEBHX
host-oBa ipexo SPI unrepdejca.
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Cnuxa 1. Jujacpam cucmema

Ha cmmmm 1 je mpukasaH 1e0 CHCTEM 3ajeHO ca
TPOIIECOPOM.

VeeR EH1 Core Complex

D—> JTAG
Master l:ﬂl;selg's

Debug Bus DMA Slave
Master Port

64-bit AXI4 64-bit AXI4 64-bit AX14

LSU Bus

64-bit AXI4

or or or or
AHB-Lite AHB-Lite AHB-Lite AHB-Lite

Cnuka 2. Apxumexmypa SweRV EHI Core Complex-a

Kao miro je mpukazano Ha ciuim Crnuka 2, SweRV EHI
Core Complex canpxu RV32IMC jesrpo ca mparehum
KOMIOHeHTaMa kao mro ¢y DCCM, ICCM, I-Cache, PIC
n Debug wnrepdejc, xao u Bume AXI4/AHB-Lite
nHTepdejca 3a croJballmke KOHEKIH]e.

Cuctem ocuM UHTEPHOT host u HaLow modem niporiecopa
canpxu jomr u SPl-to-AXI, UART wn QSPI wmonyne.
KomyHukanuja ox ekcrepHOr host-a 0 4una ce OfBHja
npeko  SPI-to-AXI  monmyna  Koju omoryhasa
KOMYHHMKAIMjy Tako mTo SP/ CUTHaIM OJ CIIOJHAIIEHET
KoHTposiepa (urp. STM32) OuBajy KoHBepTOBaHH y AXT
npoToKoJ, mpociehenn Ha AXI maructpany, a 3aTHM
mpeko DMA mopra npuctynajy DCCM wmemopuju 3a
pasMeHy mopnaraka. KoMmyHHMKamuja ox 4Mma Ka
eKCTepHOM /0st-y (QYHKIHOHHIIE y CYIPOTHOM CMEpY -
CHTHaJ Koju Tmpouecop emuryje npeko LSU BUS-a ce
pyrtHupa kpo3 AXI marucrtpany u mnojaBibyje ce Ha GPIO
MOPTOBMMa 3a Jiajbe npocichuBame ekcTepHOM host-).

FreeRTOS je m3abpan Kao orepaTuBHU cucteM 3a Wi-Fi
HaLow dnm, mTo mpeacraBjba JIoTHUaH m300p 3a OBY
BpPCTY yrpaljeHuX aruiMkaruja. Y THTamby je ONepaTUBHHU
CHCTEM y peaHOM BPEMEeHY OTBOPEHOT KOJa, TU3ajHUpaH
noceOHO 3a MUKPOKOHTpoJIepe U yrpalene mpormecope ca
OTpaHUYCHUM XaPJIBEPCKHM PECypcuma.

N30op meme heap 4 3acHOBaH je Ha HEHOM HACATHOM
OJTHOCY nmely JICTEPMHHUCAHOT MOHAIIIAmkA,
OTHOPHOCTH Ha (parMeHTalrjy U KOMIATHOMIHOCTH ca
RISC-V (SweRV EHI) oKpyXemeM.

[onemaBame OKpyKema ykibydyje uHcranaujy RISC-V
GNU Toolchain-a. RISC-V GNU Toolchain npencrasipa
KOMIUIETHO OKpYKeHhe 3a pa3Boj, kKoje odyxara GCC
kommajnep, Binutils, GDB debugger wu Newlib C
craniapaHy Oubnuorexy [2]. 3a noapuiky SweRV EHI

jesrpy, anar je konpurypucat ca rv32imc apXuTeKTypoM
n ilp32 ABI-jem.

[IpuiavkoM yCHEIIHOr KOMIIajupamka TIeHEepUIly ce
cienehu u3BopHU Qajinosu firmware.elf, firmware.disasm
u firmware.map. 3a nebaroBame kKoja kopuinheH je J-
Link anantep npeko JTAG untepdejca.

3. IOPTOBABE FREERTOS-A HA SWERV EH1

IloproBame omepaTuBHOT cucremMa FreeRTOS Ha
mporiecop SweRV EHI apxutextype RISC-V obyxBata
aJlanTanyjy BHEroBUX OCHOBHUX MEXaHH3aMa, Kao IITO Cy
3aMeHa  KOHTEKCTa,  pyKOBamkbe  MNpeKuauMa U
KOH(Hrypammja CHCTEMCKOT TajMepa, y CKIamy ca
crenupUIHOCTUMA IIMJbHE XapABepcKe riaTdopme.

IloproBame FreeRTOS-a ©Ha SweRV EHI mnounme
YKIJbyYHBAmEM HM3BOPHUX (PajiioBa KOjU CaJp:Ke OCHOBHE
RTOS dyskumonannoctn wu  crneuupuanor RISC-V
aJlanTalMoHoOr cjioja. 3aTUM ce  KoHdurypwine trap
handler, uHULIUjANN3Yje CE CUCTEM MPEKUIA U Pagd Ce
HHTErpanyja eKCTepHUX IpeKHa.

FreeRTOS kepHen ce ociama Ha MEPHOAWYHE TMPEKHIE
tajmepa (RTOS tick) 3a nmpebannBame KOHTEKCTa U3Mely
task-oBa, npaheme BpeMEHCKUX MHTEpBalla U YIIPaBJbambe
timeout MEXaHU3MHUMa.

Y  ¢dysxkumju  vPortSetupTimerInterrupt() ce BpmHn
KoHOuUrypamuja tajMepa. Y moptoBamy FreeRTOS-a 3a
SweRV EHI jesrpo, vPortSetup TimerInterrupt() KOpUCTH
Low Power Controller (LPC) ka0 HW3BOp CHCTEMCKOT
tajmepa. LPC vMa COTNICTBCHM UHTEPHH TajMep KOjH je Y
OBOM Cilyuyajy KOH(UIypHCaH Aa akTHBUpPA NPEKH] Ha
cBakux 1000 MUKpOCEeKyHIN.

Taxole ce y linker ckpuntu nedunume IRQ stack koju ce
KOPHCTH 32 yIPaBJbatbe MPEKUIIMA.

HakoH ycremHo M3BpLICHEe HHULMjaIH3aldje CHCTEMa,
KoHQUrypaluje TNpeKuaHe JIOTHKE U IOKpeTama
scheduler-a, w3Bpmena je mposepa paga FreeRTOS
OKPY)XeHa Kp03 KpeHparmbe U U3BPIIABae BUILE fask-0Ba
ca Pa3IMYUTHM IMPUOPUTETHMA M (YHKIMOHATHOCTUMA.
I'maBHa QyHKIMja atuMKalWje WHUIHjaU3yje OCHOBHH
alIMKaTUBHU fask W mokpehe task 3a xomyHHKauujy,
HaKOH uvera ce mosuBa vIaskStartScheduler(), ynme ce
yhpasJbambe cucteMoM mnpeaaje RTOS-y.

4. RPC IN3AJH

Hujarpam cucrema koju BUaWMO Ha ciuiu | je Wi-Fi
Halow ca cmuke 3. Oun mpecraBmwa Wi-Fi HaLow
CTaHuIly. 3aTHM je HalpaBJbeHa MOJpIIKA Ja Ce CTaHHIA
npeko SP/ mpoToKoiia MOXKe KOpPHUCTHUTH mpeko STM
MHUKpOKOHTposiepa win 1npeko RPi Compute Mopmyna.
Cmuka 3  mpukasyje umnm  moBesan ca  STM
MHUKpOKOHTposiepoM. Wi-Fi HalLow mpucTynHa Tadka je
nocTaBJbeHa nopen wux. Ciuka 4 mpuKasyje YuIl NOBEe3aH
ca RPi Compute Module 4 10 nnodom.

CucteM kopuctu nocBeheH MEMOPHJCKH PErHOH KOjU
CIIy’)KH Kao JeJbeHa meMopuja usMmely host mporecopa u
JIOKAJIHOT MUKPOKOHTpoJiepa. Kiby4HH acniekT cucrema je
XapJiBepCKa TpaHCianuja aapeca. EkcrepHu host yBek
nume Ha angpece nodeBmm on 0x00000000 u3 cBoje
nepcrnektuBe, anu SP/ slave KOHTpojep ayTOMaTrcKu
TpaHCIIHpa Te ajpece y CTBapHE PU3HUKE aapece JIOKATHE
meMmopuje. OBo omoryhaBa host mporecopy na BHIH
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JieJbeHy MEMOpHjY Kao KOHTHHYHMpaH OJIOK MOYEBIIN O]
HyJIe, JIOK CE 3alpaBo IIPUCTYNa OMII0O KOM MEMOPHjCKOM
PErHOHY MUKPOKOHTpOJIEpA.

Cnuka 4. Kongueypayuja ca Raspberry Pi Compute
Module

Ha cmumm 5 mnpukasaH je mojegHocTaBibeH RPC
MEXaHHU3aM CHUCTEMa.

Host Chip
(RPYSTM32) (SWERV EH1)

SPI Write

Y

Interrupt

A

RQ P “TOP_GPIO_OUT |= IRQ_MASK

SPI Read

\J

(Processed Data

Cnuxka 5. [lojeonocmasmen oujacpam RPC mexanusma

KoMyHHMKallMOHH — TNPOTOKOJ  KOPHCTH  (piieKcHOHIaH
MexXaHW3aM MaKoBama mojaraka. Ha ciuim 6 ce Buau
(dbopmar nmakera.

Kw naxera napamerpa 1

A 26ama 26ajma
Bermwuuria TNopaum napauerpa 2
2 6ajra = M Gajrosa

swwe napamerapa

Crnuxka 6. @opmam nakema

I[Ipn ynmcy mnomataka on cTpaHe host mpouecopa
ayTOMaTCKHl C€ TeHepHuIle NpeKu] Koju obaBemTaBa
JIOKQJIHU CHCTEM O MPUCTHUTIINM ITOJIallMa.

[lo mpujeMy mpekuaa, CUCTEM BpIIM aHAIU3Y caipxkaja
RX buffer-a, unentudukyje BpCTy 3axTeBa M I03MBa
omroeapajyhm Mexanuszam oOpame. Hakon obpane,
pesyaratu ce ynucyjy y TX buffer nmn async TX buffer.
3atuM ce y inferrupt status CTPyKTypu Oenexu naa je
pes3yiTaT NOCTyNaH 3a 4hTame U ceryje ce outr GPIO
perucrTpa Ja CHUTHAIM3Upa Ja je IIoJaTaK ClpeMaH 3a
YHUTame.

[a 6u xomyHukanuja m3mely excrepHor host-a u RISC-V
ypna Owia Tmoy3gaHa M euKacHa, HEONXOAaH je

MeXaHW3aM  CHHXpOHHM3alHje KOoju o0e  cTpaHe
nHdopMuIe KaJa Cy MOJAIM CIPEMHH 3a IPHjEeM HIN
obOpamy. OBaj cucTteM  KOPHUCTH  KOMOWHAIH]Y

xapasepckor SPI mpekupa, FreeRTOS notudukammja,
GPIO curnana u cemaopa Ha CTpaHu host-a.

User input waiting for data
¥
packing data pass data 1o application task
r hd
send data process data
h A
wail for IRQ ¢ signal data is ready to be
in that function read

Y

read data

Cnuka 7. /lujacpam moka nooamaxa

RPC cucreM Ha 4nIy peann3oBaH je Kpo3 naBa FreeRTOS
task-a:

e RPC task, xoju je oOroBopaH 3a IpHjeM
monataka mpeko SPI wHTepdejca, mapcupame
yla3He Mopyke M mpociehuBame MoAaTaka Ka
ATUTMKAITIOHOM CJIOjY

e APP task, xoju je mocBeheH n3BpiaBamy JIOTHKE
Ha OCHOBY IIPUMJbCHE KOMaH[E

OBakBO pa3/Bajame OATOBOPHOCTH ocurypasa naa je RPC
task yBeKk clpeMaH Jia pearyje Ha HOBHM npekuna. Hakon
IITO TNPUMH [OJAaTKE H YIaKyje HX Y CIPYKTypy
data_packet t, on ux mnpocnelyje APP task-y npeko
message queue-a. O0paJa KOMaHAE Ce BPIIM HE3aBUCHO,
omoryhasajyhu napanenaHy KOMYHHUKAIH]y u
U3BPILABAIHE.
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Ha crpanu excrepHor Aost-a Takolje nocroje 2 task-a. CLI
nnrepdejc omoryhasa kopucHunMMa 1a nHALMpAjy RPC
M03MBE NPEeKo KoMmaHjaHe JmHuje. OBe (QyHKIMjE IIajby
MoJJaTKe Ka YMITy U 3aTUM 4YeKajy pe3yirTaT. Y UCTO Bpeme
IpYyTHU task dexa onroBop o crpaHe yuma. OyHKOHje ce
HAaKOH cllama ONoKupajy ceMadopoM [OK HE CTHTHE
OJIFOBOp HAaKOH Yera ce UCTH mpounta. CBaka (yHKIHja
nMa cBoj cemadop.

5. PA3BOJ HA HOST CTPAHHU

IIpBu neo pasBoja cucrema oOyxBaTao je Kpewpame SPI
Linux npajepa. OBo je omoryhwio OUpeKTHYy ®
epuxacHy KoHTpoiy Hany SPI xomyHukamujom. RPC
CHCTEM je TIPBU IyT MMIUIEMEHTHpaH Ha Raspberry Pi
Compute Module 4 10 Board-y, 360or noapuike 3a spidev
uaTepdejc 'y Linux OKpyXkemy, INITO je 3Ha4ajHO
TI0j€THOCTABMIIO UMILIEMEHTAIH]y TPOTOTUIIA.

30or AXI mpoTokona, adpece Ha Koje Ce INajby WIH
YUTajy TOJAlH MOpajy OWTh ymHOXkakK 4. A 300r Tora
Kako je mmIuieMeHTHpaH SPI, Opoj momaTaka KOju ce
majke Mopa Outu nesmuB ca 4, 300r Tora ce Joiaje
padding. Y cmd_parser Momyiy MOXKe ce BHICTH Ja je
notpeOHO  moTmyHO  32-OMTHO mHcame 3a  CBe
TpaHCaKLHUje, Ka0 M Ja ce CTPOro 3axTeBa IIOPaBHAHE
anpeca Ha 4 0Oajta [3,4].

Kao curnan 3a 3aBplIeTak TpaHCHAKLHje HUMILIEMETHPAaH
je interrupt MexaHmszam Ha Raspberry Pi ctpanu, e
cetoBame Omra GPIO peructpa o3HauaBa Kpaj oOpaze
HojaTaka.

6. YHAKPCHA IIVIAT®OPMA U ITPOIIIUPEBA

Nako o6e miardopme kopucre uctu SP/ mpoToxon,
nMIuteMenTanyje Ha STM32 n Ha Linux-y ce CyIITHHCKH
pa3iuKyjy y TOTJIeAy HadWHA OpTaHM3allfje M PyKOBama
SPI TpaHcakujama.

Y wummnemenraumju Linux SPI npajsepa kopucTe ce
kepHen cepBucu. CuHXpoHM3anMja wu3Mely mo3uBa
¢yHKIMja W OIroBOpa XapjABepa ce€  YIpaBiba Kpo3
completion mechanism. Jlok ce 3a STM32 mnardopmy
kopucte  RTOS  xepuen  cepucu.  KoHKpeTHO
CHUHXPOHU3AaITMOHU MCXaHU3MHU KOje OH HYJIU.

VY okBupy pasBoja RPC cucrteMa, ycnoctaBibeHa je Host
6ubmmoTeka peanmnzoBaHa kao Git submodule, koja
omoryhasa aTncTpaxoBame 3ajeTHUIKIX RPC
(YHKIIMOHATTHOCTH ¥ FHUXOBO JIAKO JeJbemhe m3Mely
pas3mmuuTHX Tpojekata u rargopmu. OBaj MeXxaHH3aM
oMoryhaBa Jia ce y BHIIIE HE3aBHCHHX IpOjeKaTa KOPUCTH
uctu uHTEepdejc, nok ce maardpopmu crenuduuHe
UMITIEMEHTAIMje MOTY MPHIATOAUTH WM 3aMEHUTH Oe3
yTHIaja Ha OCTAaTaK CUCTEMA.

7. ACKOPUIITREWE PECYPCA

3a amamm3y wuckopuimhema MeEMOpHje TPHMEHEHH CY
anatu riscv64-unknown-elf-nm un elf-size-analyze, xoju
oMoryhaBajy wuaeHTudukanujy HajBehinx mnorpoayda
MeMOpHje U Mpelu3Ho npoduincamwe ELF dajna.
YTBpheHo je ma cekmmja rodata 3ay3mMa 3Ha4yajaH N1eo0
DCCM-a, wmTo je  y3pOKOBaIO  MpeKopadcwme
PacIoIoKUBE MEMOPHjE TOKOM KOMIIHJIALIHU]E.

[IpobmemM je pelieH penokanujoM rodata CeKuuje y
ICCM, wiro je noppkaHo apxutekrypom SweRV EHI, n

CMambemheM BelIMYMHE Sfack-a y CKIaly ca pealHuM
norpedama.

OBMM onTuMHu3anMjamMa [OCTUTHYTO je edukacHuje
kopuiiheme pecypca U OU4yBaHa je CTAOUITHOCT CUCTEMA.

8. 3AKJbYYAK

Y oBoM pany ycnenso je peanuzoBaH RPC cucteM Koju
omoryhaBa cTabmiHy KoMyHHKanujy m3mel)y yrpalenor
Wi-Fi HaLow ypehaja u croJpalimer /ost-a, y3 moy31aHo
¢yHKIMOHMCake y peamHoM BpemeHy. Cucrem je
npmiaroeH orpaHuueHBUMa yrpaleHUX OKpyXema H
NOoJp)KaBa MNPOLUIMPHBOCT HA  BHUILNE  XapJBEPCKHX
iaTgopmu.

WNako Oe3zbenHocT HHje Omia MpHOPHUTET Yy OBOj dasm,
MOTEHINjall 3a Jajbe yHampelheme IOCTOjU yBohemeM
MeXaHu3aMa 3a ayTeHTHKAIWjy U SHKPUIILH]y IoJaTakxa.
Ykonuko Oynayhe ammukaruje Oyay 3axTeBasie MOY3IaHy
3alITUTY KOMYHHUKAllMje, CHUCTEM C€ JIaKo MOXKe
NPOLIMPHUTH TUM (PyHKIMOHaTHOCTUMA. RPC MOXe OUTH
MPOIIMPEH  MEXaHW3MHMa 3a  ayTeHTHKalujy ¢
muppoBame, YUME MOXKE HCIYHHTH KpHTEpHjyMe 3a
SESIP Level 3, mTo ce 4ecTO 3aXTeBa y WHIYCTPHjCKUM
arummkanjama [5].
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