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OIITUMHU3ALINJA YETBOTA KOPULI'REIBEM TPAHC®OPMEP MOJEJIA
OPTIMIZATION OF A CHATBOT USING TRANSFORMER MODELS

Habha Kawyx, @akynmem mexnuuxux nayka, Hosu Cao

Oonact — EJEKTPOTEXHUKA 1 PAYYHAPCTBO

Kparak cagpxaj — [uw pada je onmumusayuja
KOHGep3ayujckoz  yemboma 3a  OOMeH  Ocuzypared
Kopuuthersem aneopumama npupooHe obpade je3uka u
mparcgopmep moodena, kowkpemuo BERT moodena, paou
bome2 pazymesara jesuka U mepmMuHa CneyuuuHux 3a
ocucypare. Y ucmpadicusary je uembom oOyueHn u
mecmupan y nopelervy ca LSTM moodenom, npu uemy cy
excnepumenmainu pesyimamu nokazaiu oa BERT mooen
Odaje 6ome pe3ynmame 3602 c80je  cnocobHocmu
pasymesarna wupez KOHMeKCma y YAUmuma KOPUCHUKA.
Osa cnocobnocm omoeyhasa uembomy Oa npeyusnuje
unmepnpemupa  CLodiceHe U KOHMEKCmyanHo 6oeame
yRume, Wmo je noceOHo 8AdCHO 3a NPYHCAIbe MAYHUX U
NOYy30aHUX uHGopmMayuja y OOMeny ocucyparsd.

Kibyune peun: wembom, mpancopmep modenu, BERT,
LSTM, npupoona obpada jezuxa, 6enuku je3udku mooenu

Abstract — The goal of this thesis is to optimize a
conversational chatbot for the insurance domain using
natural language processing algorithms and transformer
model, specifically the BERT model, to enhance
understanding of language and insurance-specific
terminology. In the research, the chatbot was trained and
tested in comparison with the LSTM model, with
experimental results showing that the BERT model
performs better due to its ability to understand broader
context in user queries. This capability allows the chatbot
to interpret complex and contextually rich queries more
accurately, which is especially important for providing
precise and reliable information in the insurance domain.

Keywords: chatbot, transformer models, BERT, LSTM,
natural language processing — NLP, large language
models

1. YBOJ

NMnnemenranuja 4eTtdoTa JOHOCH HHU3 TIPEIHOCTH.
[IpBeHcTBEHO, YeTOOTOOM MOTY MOOOJHIIATH KOPHCHHUYKO
HCKYCTBO TIpY)XameM Op3MX M TauHHX OJIrOBOpa Ha
3axTeBe KiMjeHaTa, OMJIO Ja ce paau O 3axTeBHMa 3a

nHpopmanmjama, oOpagu oapeheHMX WM TIpyXamby
MOApIIKE Yy peanHoM BpemeHy. Ilopex Tora, oHHM
omoryhasajy ymreny pecypca U BpEMCHa,

ayromaTm3yjyhu pyTHHCKe 3amaTke U cMamyjyhu motpedy
3a TUPEKTHUM JbYACKUM aHT 2)KOBAKEM.

HAIIOMEHA:

OBaj pag mpomcrekao je W3 MacTep pajga 4Mju je
MeHTOp O0mo ap Muian Ceuyjckn, pea. npogecop.

C o03upom Ha To nma LSTM, xao BpcTa PEKypeHTHHX
HEypOHCKHX MpeXa, 4YeCTO HHje Yy CTamby Ja yXBaTH
JIOBOJPHO IIUPOK KOHTEKCT, CBe je Behm uHTEpec 3a
BUXOBy 3aMeHy panu yHarnpehema nepdopmaHcH
KOHBEp3allMjCKUX CHCTeMa. Y OBOM pajy HCIHTYje ce
MoOOJpIIahe  KOHBEP3AIMJjCKOI  CHUCTEMa  IPUMEHOM
Tparchopmep Momena, koHKpetHO BERT moxpena. BERT
MOZIeNl TpyXa HampeaHe (YHKLUHMje KOomupama ca
JIBOCMEPHOM TaXKE0oM, IITO oMoryhasa 00Jee pazymeBame
3Ha4YeHa PEeUH Y KOHTEKCTY IIeJle peUCHHUIIC.

[{ws oBOr pama je na MOKaXKe Kako Ce CHCTEM MOXe
yHanpenuTn KopuimhemeM CaBpeMeHHX TpaHchopMep
Mojena, kao u jga ymnopeau pesynrare LSTM u BERT
Mozea.

Wako caBpemenu mpuctynu nonyt Retrieval-Augmented
Generation — RAG owmoryhaBajy uerOoTOBMMa J1a
npucTyrne oOMMHUM 0a3zama 3Hama M TeHEpHUIly aKypHe
OATOBOpE, KHMXOBAa NPHMEHA MOXE OWTH OrpaHHYCHA
JocTynmHomhy KBaJHTETHO CTPYKTYHPAHUX IIOJaTaka H
MPUXBATJEFUBUM BPEMEHOM OI3WBa. 300T TOTa je y OBOM
pamy m3abpaH TPHCTYN OBOCTENCHOT OMIYYHBama, KOjU
KOMOWHYje MOfeNT BHCOKOT of3uBa (eHT. high recall
model) 1 Mozen BUCOKe IPEM3HOCTH (eHT. high precision
model). Mopen BHCOKOI OJ3MBa je JHM3ajHUpaH Ja
uneHTnduKyje mro Behu Opoj peeBaHTHUX KaHUIaTa 3a
OZITOBOp Ha YIIUT M3 KOpITyca. YIJIaBHOM Ce 3a U3/1Bajame
peNeBaHTHUX KaHAMIaTa OWpajy CTaTHCTHYKH MOJAEIH
300r cBoje Op3uHe M edukacHoctu. Ca apyre crpase,
Wb MOJENia  BHCOKE  NPEIM3HOCTH  jecTe  Ja
UOCHTU(QUKYje HajaJeKBaTHHje TIUTame O  CBUX
W3BOjEHUX HAjOOJPMX KaHIWIATAa W J1a C€ Ha Ta] HAYWH
KOPHUCHHKY TpyXXH oaroeapajyhm omrosop. Y oBoM
KOpaKy 4ecTo ce KopHcTe apxurekrype monyT LSTM u
BERT wmopnena. Ha ciommm 1 ce Hamasu Onok aujarpam
JIBOCTEITHOT OJIJTyYHBabha.
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Cnuxa 1. Brox oujacpam 0socmeneroz 001yyusarsa
2. JEOUHUIIUJE

Y 0BOM CermMeHTy je Jato oOjallmbere HajOUTHUjHX
TEOPUjCKUX TIOjMOBA M ajropuTaMa Koju ce KOPHCTE 3a
u3pany 4eroora.



2.1. MoneJs BHCOKOT 0A3HBAa

VY HacraBky he ykpaTko OWUTH ONMHUCAHW OCHOBHH KOpAIlH
3a WMIUIEMEHTAIN]y MOJela BHCOKOT Of3HBa, oOpana
TEKCTa U BEKTOPH3aLlHja.

2.1.1. CremuHr

Cremunr (enr. Stemming) je mpouec o0Opasie TEeKcTa Koju
NoZpa3yMeBa CBOlCHE pelii Ha OCHOBHHU HJIM KOPEHCKH
obmuk. IlWsb cTeMHHTa je TOjeNHOCTAaBJBHBAIE PEUN
YKJIamameM Mpedukca mwin cy(hukca, ad y3 3apKaBame
OCHOBHOT o0nuka. Heke on mpemHOCTH CTeMHHra cy
CMamelhe pEeUHWKa, IM000JbIIamke TpeTpare W Opike
npouecupame. Ca Jpyre cTpaHe HeKe OJ MaHa jecy
MOTEHIM]aJJHO TPEKOMEPHO PEAYKOBamE, 3aTUM H3a30BH
CTEMHHI METONE 3a TIIOjeAMHE je3UWKe, Kao CBOhCHE
pPa3IMUUTHX pPEYHd Ha HUCTH KOPEH IITO YEeCTO MOXKe
JOBeCTH J10 KoHQy3uje y 3ajanpMma Kao IITO Cy
TeHepHCamke TEKCTa.

2.1.2. JlemaTuzaumja

Jlemarmzanmja (eHr. Lemmatization) je mpolec cBohema
pe4n Ha OCHOBHH OOJIMK HJIM OOJIMK M3 PEYHHKA, TO3HAT
Kao JieMa. 3a pa3iuKy O CTEMHHTa KOjU jeIHOCTAaBHO
yKJIama npedurce Win cy(puKkce, ieMaru3aija y3uMa y
003up MOP(QONOIIKY aHANIU3y peYd W HMa 3a LWb
onpehuBame mWweHOr OCHOBHOr oOnuka. IIpeaHoctu
kopumihema JieMaTu3alje jecy 00Jbe  3ajpiKaBare
CEMAHTHUYKOT 3Hauerma, Mo0OoJbIIake Mperpare u 00Jbe
pasymeBame je3uka. Ca apyre crpaHe, JiemaTH3aluja
MOX€ OMTH HONPHIMYHO CIOXKEHA M 3aXTeBa 10 MHUTAbY
pecypca, a Takohe Moxxe nohu u mo rybuTka onpehennx
MOp(ONOIKIX HH(POpMAaIIHja IPHUIHKOM CBOhema pedu.

2.1.3. N-rpamu

N-rpamMu  TIpEACTaBJbajy y3acTONHE HH30BE OH 1
enemMeHara ozpeheHor ckyma, MpH 4YeMy eJIeMEHT MOXe
OuTH ped, KapakTep WIHM Yak (OHEMa, Y 3aBHCHOCTH Of
KOHKPETHOT TIpobyiemMa. Y KOHTEKCTy oOpaje MpHUPOAHOT
jes3uka, n-rpaMu ce Hajyemiie OHOCE Ha CEKBEHIIE PCUH.
N-rpamu Oenexxe JIOKaJIHU 3aje€JIHUYKH KOHTEKCT PeYH H
MOTY TIpY>KHTH KOpPHCHE yBHJE Yy OAHOce M oOpacue
yHyTap TekcTa. JenaH on Hexocraraka jecTe Taj Ja
kopumhewe n-rpamMa MOXKe JOBECTH JI0 PETKOCTH
rozjaTaka, a 30or (PMKCHE BEJIMYMHE PO30pa OTpaHUUCHN
Jla yXBAaTe MIMPU KOHTEKCT.

2.1.4. YuecTrajnoct TepMHHA

VYuecranoct TepmuHa (eHr. Term frequency — TF),
MpeACTaBba jedaH Off HajjeMHOCTAaBHUjUX Ha4YWHA
BEKTOpH3aIlfje TEKCTyaJIHUX Tojaraka. IF je OCHOBHH
KOHIIENT y OOpagd NPUPOTHOr je3UKa KOjH MEpH
(pekBeHIINjy TMojaBJbHBaba TEPMUHA Y TOKyMeHTY. Kazna
ce mnpuMmemyje TF ka0 MeToma BEKTOpPHU3aIUje, CBAKU
JIOKyMEHT C€ TpelCcTaB/ba Kao BEKTOp 4HWja JyKUHA
oarorapa Opojy jeOMHCTBEHHX TEPMHHA y ILIEIOKYITHOM
koprmycy. CBakn  eleMeHT BEeKTopa  IpelICcTaBlba
¢pekBeHIjy onroBapajyher TepMHHA YHYTap HaTor
nokymeHnTta. OBaj HaYMH BEKTOpHU3aIHje je moromaH 300r
CBOj€ jeMHOCTAaBHOCTH W (PIEKCHOMIHOCTH y MPUMEHH, a
Takol)e je mobap W 3a HCTUIlAKkE 3Ha4Yaja TEPMHUHA YHYTap
JokyMmeHTa. Heka orpanuyema oBe METOAE jecy Ta IUTO

Joziesbyje Behe TexxuHe pedrMa Koje ce YeCTO I10jaBJbyjy,
a takohe He y3uma y 003Mp IIMPU KOHTEKCT, Ma MOXE
nmohu o ryouTka nH(popManyja.

2.1.5. Y4ecranocT TepMHMHA — HHBEpP3HA Y4YeCTaJI0CT
HA HUBOY IOKYMeHTa

VYdecTanoct TepMUHa - HHBEP3HA YYECTAJIOCT HA HHUBOY
nokymenTta (eHr. Term Frequency — Inverse Document
Frequency, TF-IDF) je MeTofia BEKTOpH3aIIHje TEKCTa Koja
KOMOUMHYje JIOKalHy (peKkBeHUujy TepmuHa (eHr. Term
Frequency - TF) ca mnobanHoM 3Ha4ajHOIINy TepMUHA Yy
koprycy (eHr. Inverse Document Frequency — IDF). TF
KOMIIOHEHTa HarjaniaBa 3HauajHe TEpPMHUHE YHyTap
nojeanHayHOr nokymenra. Ca jgpyre crpade, [DF
KOMIIOHEHTa HMa YJIOry Jia CMamd BaXHOCT YECTHX
TepMHUHA KOjH C€ T0jaBJbyjy y IlemoM Kopmycy. OBa
MeToa MOo)Ke OWTH TIOrTOgHAa 3a HWIACHTU(HUKAIH]Y
KJBYYHHX pPEYH Yy [OKYMEHTy, a Takoe W cmamyje
BOXHOCT HEMH()OPMATUBHUX TEPMHHA KOJH CE€ YeCTO
10jaBJbyjy y 1iesioM Koprmycy. Heku om Hemocraraka oBe
METONIE jeCTe HEe y3WMame y 003Hp peaociena pedd y
JIOKyMEHTY, Ka0 U HEJO0CTaTaK KOHTEKCTa U CEMaHTHYKOT
pasymeBama. OBa MeTona HE y3UMa y O03Hp CIIOKEHH]e
je3WYKe eNeMeHTe TIIONyT CHHOHWMA, BHIIE3HAYHOCTH
peuu uTa.

2.1.6. Word2Vec

OcHoBHU 106 Word2Vec werone jecTe HW3BIAYCHEC
CEMAaHTHYKNX WHQOpMaIja U APyrux OWTHHX OCOOHMHA
u3 peun. Word2Vec KOpWCTH KOHTEKCTHE HWH(pOpMaiuje
peun Kako OM Haydno HBUXOBE BEKTOPCKE PEIpe3eHTAIH]e.
Hneja je ma cnuyde pedd Oyday MpeACTaB/bEHE Y
BEKTOPCKOM IPOCTOPY jenHa onusy apyre. Word2Vec pamu
MO CIMYHOM NpPUHIMIY Kao aytokozxepu. [locroje nBa
npuctyna paxa ca Word2Vec wmeromom. IlpBu jecte
kopuiihele NpPeTPEeHHpaHor Mojella 4uMe ce Jobuja
BEJIUKK OpOj peun, ajli HeJO0CTaTakK je IITO YEeCTO MOAEIN
HHUje CIICIMjaTi30BaH 3a JIOMEH HAJ KOJUM C€ pa.
Jpyru mpuctyn noapasymeBa TPEHHpAme Mojiena, YuMe
no0ujaMo MozeN KOjH je CIIeIijalu3oBaH 3a onpeleHn
JIOMEH, aJli MaHa OBOT IPHCTYIIA JECTE€ HEAOBOJHHO PEUH.
Kopumhewe Word2Vec nmoBomm mo Tora ga BEKTOpH
TeHepHcaHu MmoMohy OBOT ajNropUTMa MMajy CBOjCTBO Ja
3aIp)Ke€ CeMaHTUyke onHoce wusMel)y peud, Takohe
oMmoryhaBa e(puKacHO padyHame CIMYHOCTH pedr TToMohy
MeTpHKa yaajbeHOCTH. HenocTarak je Taj IITO KBaJIUTET
BEKTOPCKHX pEIpe3eHTalfja 3aBHCTH OJ BEIUYUHE U
KBaJMTETa KOpmyca, Kao W To 1mTo Word2Vec y3uma y
003Up caMo JIOKAJTHH KOHTEKCT OKO PeUH.

2.2. Moaes BHCOKe IPEeUU3HOCTH

Y  macraky he OuTm ommcaHa ~ apXUTEKTypa
Tpancopmepa, WUXOBa TPENHOCT Yy OHHOCY Ha
pPEKypeHTHE HEYpOHCKe Mpexe, a Takohe he Oumtu u
onyvcaH HaunH QyHKIMOHNCama BERT Monena.

2.2.1. TIlpennoctu TpanchopMepa y OIHOCY Ha
PEKYpPeHTHE HEypOHCKe MpesKe

Tpanchopmepu (enr. Transformers) cy jeman on
HajCaBPEMEHUJUX M HajHANPEJHUjUX MOJeNla BEIITaukKe
UHTEINICHIIMje Koju omoryhaBajy pasymeBame U
TeHepUCcamke TeKCTa Ha HAaYMH CIIMYaH 4oBeky. IIpe mux,
PEKypeHTHE HEYpOHCKE Mpexe Cy IopaTke oOpahusaie



CEKBEHIMjaJIHO U TO j€ JI0BEJIO JI0 IpobieMa crope odyke
n ryboutka wuHOpManMja Ha JYKUM CEKBEHIaMa.
Tpancdopmepu pemaBajy oBe mpoOmeme Kopuctehu
MeXaHW3aM Taxmke, Koju omoryhaBa woxpeny na
HCTOBpEeMeHO oOpaljyje cBe nemoBe TeKcTa U poKycHpa ce
Ha KJbYYHE eneMeHTe 0e3 003rpa Ha HBUXOBY yNaJbeHOCT

[1].
2.2.2. ApxuTeKTypa TpaHcpopmepa

Kana je y muramy apxutekrypa TpaHcdopmepa, OHU ce
cacToje ol JBa OCHOBHa JieJia: Kozepa M jexozepa. Oba
IOMEHyTa Jela Ce cacroje oOJ HEKOIUIUHEe Ipyrux
ciojeBa, a y HacTaBKy paja Ouhe /eTasbHO OIMCaH CBaKH
JIe0 3ajeflH0 ca HEeroBUM cliojeBuMa. Ha cimmm 2 je
NpHUKa3aHa apxXUTEKTypa TpaHchopMmep Mozena.
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Crnuka 2. Apxumexmypa mpancgopmepa

Jeman cnoj xomepa (eHL. encoder) ce cacToju ol cioja
BUIICIIAaBHE MaXHe, [Ba CjlI0ja HOpPMalM3aLuje,
JIBOCIIOjHE TIOTITYHO ITOBE3aHE MpPEXKeE, a Y3 CBE TO IOCTOje
1 pesupyanHe kKoHekije. OBakBUX ciojeBa mMa N. Yia3
y KOJlep jecy BEKTOpHCaHe PeUH Cca JOAATUM IO3HLHOHUM
eMOeMH3MMa KOjU CY HEOIXOIHHM Kako OM Mojeil MMao
nH(OpMaLMjy O MO3ULIKjaMa PeyH.

MexanusaM maxme (CHL. attention mechanism) je TIaBHH
elleMeHT TpaHchopmep apxurtektype. OH omoryhaBa
Mozeny Jnaa o0paayd BHUIIE NaXKHbE Ha [0 YIIA3HUX
rojiaTaka Koju CaJpXKH 3HadajHUje MHpopMmanuje U jaa
IIOCBETH Mam€ NaXKKkEe OCTaTKy ynasa [2]. ¥V mpakcw,
00n4HO ce He no0ujajy moOpu pesynratu KopumrhemeM
jemHor clioja, Ima ce W3 TOT pasjiora OOMYHO U3padyHABaA
BUIIEC ClI0jeBa MaXHe y Mapajeld U pe3yiarard ce
KOHKaTeHHpajy. BumermaBHa maxma (enr. Multi-head
attention) TIpEACTaBJba MeEXaHW3aM KOjH CIYXH 3a
MOMEHYTO NapalieTHO U3padyHaBambe.

CrnojeBd  HOpMaju3alMje MOMaXy Yy  OIpKaBamby
CcTaOMJTHOCTH TOKOM TpEHHHIa, CcMamyjy mnpoliiem
HecTajatba WM eKCIUIOJMpama TpajujeHTa, IOMaxy
00Jb0j reHepau3anrju Mojiesa, a Takohe moMaxy MoJIey
Jla ce MPUJIArox pa3IuuuTUM CKanama yiasa [2].
PesunyanHe KOHEKUWje UWMajy KJbY4HYy YIOTYy Y
noOoJbIIAy C(PHKACHOCTH TPCHHpPaka U CMambemhy
pu3nKa o HecTajamka WM eKCIUIOAUpama TpaadjeHTa y
nyookum momenuma. OmnHe omoryhaBajy [nma cBe
nH(pOpMaIFje OCTaHy O9yBaHE TOKOM TPEHHUPAbA.
IMotnyHO moOBe3aHa Mpexa MMa 3a Wb Ja JOJaTHO
o0paay MmojaTKe M Hay4u KOMIUIKCHE U HeJIMHEeapHe Be3e

Decodar

usmely momaraka. OHa ce YIIABHOM CacToju OX [Ba
CKpuBeHa cioja u ReLU akTuBanmone QyHIKHje.

W3na3 u3 cioja xoaepa je CKyIl BEKTOpa, IPH YeMy CBaKU
MpeaCcTaBiba yina3HW HuU3 oboraheH kKoHTekcToM. OBaj
M371a3 ce KOPHUCTH Kao yia3 y aeKojep TpaHcdopmepa.
Hexonep (enr. Decoder) je IpakKTUIHO WCTH KOAEP, OCHM
IITO CaAP’KU JAOMAIHH CJIOj BUIICTIIABHE MaXKEHE KOja Paau
Haja u3na3oM koxepa. [lusb mexomepa jecte aa KOMOUHYje
u3ma3  Komepa ca  IMJBHOM  CEKBCHIIOMH  IPaBH
npeauhama, OMHOCHO Ja MpeaBuau cienchu TokeH. bpoj
cliojeBa JieKojiepa je yIIaBHOM UCTH Kao U Opoj ciojeBa
Kozepa.

2.2.3. Besquku je3n4ku MoJeIu

Benuku jeswuku monenu (eHr. Large language Models —
LLM) cy peBOIyIMOHNCATIH KOMYHHKAILIHjy ca CHCTeMUMa
MAaIIFHCKOT y4uema oMoryhaBajyhn oOaBipame 3aaTaka y
peaslHOM BpeMeHy Ha OCHOBY NpHpOTHOT je3mka. OBH
MOJICTIH, KOj! caapiKe MUIHjapae mapaMeTapa, TPeHHPaH!
Cy Ha OrPOMHMM KOJHMYMHAMA TEKCTyaJHHUX MO/aTaKa,
YUMe CTUYy LIMPOKO pa3syMeBame cBeTa. 3a oO0yKy ce
KOPUCTH CaMOHAAIVIElaHO Yuewme (eHIL. self-supervised
learning), xoje omoryhaBa pam ca HEO3HAYCHUM
rojaIiMa 1 1o0o0JbIIaBa CiocOOHOCT TeHepHcama TeKCTa
[2]. HakoH mo4eTKor TpeHHnpaHja MOJIEIIN MOTY pelllaBaTH
3anartke kopucrehu zero-shot u few-shot Texanka, Koje UM
oMoryhaBajy ma wW3BpIIaBajy 3aJaTKe ca Majo Win 0e3
npuMepa. VHKXewepuHr ynuTa (€Hr. prompt engineering)
W TeXHUKa JaHal Muciu (eHr. chain of thought — CoT)
oMoryhaBajy mpenusHHje OnroBope W 0oJbe pelraBame
CIOKEHHjUX TpobiieMa. 3a cheruduyHe 3amaaTke Y
pa3IUUUTUM 00JIaCTHMa, OBU MOJIENHU 3aXTeBajy JOJATHO
JI000y4yaBame Ha JJOMCHCKUM TOaluMa.

2.2.4. BERT

BERT (enr. Biderectional Encoder Representations from
Transformer) je Bpcra TpaHcoOpMepa, TA€ je KibydHa
WHOBaldja TpHMEHa OMAWPEKIHOHOI TpeHHupama. OBaj
MIPUCTYII TpPEHHpama Mojena y oba cMepa JOBOIH [0
pe3ynrara Koju 1moka3yjy a je3HdKd MOJIeT Ha OBaj HAYWH
MOXKe UMaTh IyOJbe pasyMeBame KOHTEKCTa B TOKa je3nKa
HEro MOfiel TPEHHWpaH Yy jeAHOM CMepy. 3a Pas3iiuKy OX
OCHOBHOT' Mojienia TpaHchopmepa, BERT KOpHUCTH caMO
xoxep. Komep BERT mopena oOpaljyje 4nTaBy CEKBEHILY
peun onjenHoM. OBa kapakTepucTHKa omoryhaBa Mozeiny
Jla pa3yMe ped y KOHTEKCTY CBUX OKOJHUX pPE€4H, KakKo C
JeBa, Tako W c jnecHa. BERT xopuctu aBe crenupuyHe
CTparervje TpeHupama: MOJEJIOBamba MAaCKHPAHOT je3uKa
u nnpesubame HapenHe peueHune [3].

MonenoBame MackupaHoOT je3uKa nozppasymena aa ce 15%
peun y Hu3y 3aMeHHu ca [MASK] TOKEHOM, a MOJEII 3aTUM
MOKyIIaBa Jia MPEABUAM TE PEUM HAa OCHOBY KOHTEKCTA.
Oxo 80% 3amemeHux pedn je o3HaueHo ca [MASK], 10%
ce 3aMmemyje CIy4dajHUM peduma, a npeoctamux 10%
ocTtaje HeTakHyTOo. OBaj MPHUCTYN TOMa)ke MOAETY Ja
Hay4YH KOHTEKCT, He caMo InpeBuljambe MaCKUpaHUX PeyH,
TaKo LITO Ta MPUMOpaBa Ja pa3yMe Kako ce MacKupaHe u
HeMacKupaHe peud mosesyjy. [Ipensubhame ce mocrike
JIO/IaBambeM  KIaCU(HUKAIMOHOT cjoja W  I[PUMEHOM
softmax ¢hyHKIHUje Kako OU ce u3padyHaia BepoBarHoha 3a
cBaky ped. OBa Meroma omoryhaBa Mozmeny ©Oosbe
pa3yMeBambe KOHTEKCTa, HaKo TPEHHPAkE MOXe OuTH



cnopuje. Ha cimnm 3 je mpukasaHa ompcaHa cTpaTerHja
TpEHUpaBbA.
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Crnuxka 3. Cmpamezuja mpenupara nomohy mooenosaroa
MACKUpamoe jesuka

Crapreruja mupensubama cuenche peuenuric y BERT
Mozielly KOPUCTH TapoBE pEYeHHIa Kako Ou Mozen
Hay4yHlo Ja OIpead Ja JIM Jpyra pedeHHla y napy cieau
NIPBY Y OPHIMHAIHOM TEKCTy. Y IIOJOBHHHU CIy4ajeBa,
Jpyra pedeHuna je 3aucra cieaeha, ok y ocrammux 50%
ciIy4ajeBa Jpyra pedyeHHIa j¢ HACYMHYHO H3a0paHa |
00OWYHO HHje MOBe3aHa C MPBOM. 3a 00pady OBUX MapoBa,
[CLS] Token ce monaje Ha mouerak, [SEP] Ha kpaj cBake
pedeHnIe, ¥ CBaKOM TOKEHY ce Jofaje eMOeIWHT KOju
03Ha4YaBa HETOB TOJI0XAj M PEYCHHUITY K0joj mpumana. OBa
cTpareruja nomaxe BERT wmopeny na Oojbe pasyme
KOHTEKCT W oxHoce u3Mely peuennna. Ha cimmm 4
MpHKa3aHa je o0pana yiasa 3a ONKCaHy CTPATerujy.

PMASK) PAASK]
—
Input s || my || dog is || cute || tse?] || he play || ##ing || (se?]
- = E——— = - - =
Embocdegs | Erust|| By || Eomm| | B || Boe || Egsern || B || B | Eotr | | v | | Erser
- + & - + + = +* +*
-+ L - - - -* - - -+ -+ L

Cnuka 4. Obpaoda ynaza 3a cmpameaujy npedsuharoa
crnedehe peuenuye

Ha 6u BERT yTBpauo na Jii je Apyra pedeHuIa IIoBe3ana
ca TpBOM, [IEO0 HH3 MpOJIa3d Kpo3 TpaHcdopmep, Mpu
gemy ce m3na3 [CLS] TokeHa TpaHChoOpMHIIIEe y BEKTOP 32
knacudukanujy. Softmax 3aTUM M3padyHaBa BepoBaTHOLY
MIOBE3aHOCTH peucHUIIA. MOAENOBamkEe MAaCKHUPAHOT je3UKa
n mpensubhame cienehe pedeHwmme TpeHHWpajy ce
HCTOBPEMEHO Kako OM ce MHUHHMH30Balla 3ajeTHUYKA
¢yHkuMja ryouTka. OBaKBO YAPYKEHO TPEHUPAE
omoryhasa BERT mopeny 060sbe pa3yMeBambe KOHTEKCTa U
CTPYKTYpE je3uKa.

Kako 6u BERT 0Owo ycnenaH rnpu pelaBamy pa3InduTHX
Je3WYKHX 3ajJaraka, YyIJIaBHOM j€ JOBOJGHO JO/IaTH Malli
CJI0j HAa OCHOBHH MOJIEII.

3. KOPUIIITREHHU CKYIIOBHU ITOJATAKA

Sentence
Embedding

Transformer
Positional
Embedding

3a morpedy TecTupama pasNTUUUTHX MOZAEIAa Yy
KOMYHHKAaIlMji ca KOPHCHUIIMMA, KOPUIINECH je CKyII
IoJjaTaka KOju C€ CacTOj! Off MUTamka M OrOBOPA BE3aHUX
3a ocurypame. OBaj ckym momataka AoOWjeH je y3
JIONYIITehE KIMjeHTa. 3a noTpeHupasame BERT monena
uckopuiihen je Semantic Textual Similarity Benchmark

CKyn noparaka [4], koju je yjeaHo H jenaH on Hajuemhe
xopumrheHnX CKyIoBa 3a IMPOHAKEehe CIMYHNAX MUTAbA.

4. PE3VJITATU 1 JTUCKYCHUJA

Haj6oseu pesynratn mpu TeCTHpamy MoOJeNNa BHUCOKOT
on3uBa noOWjeHH Cy KopHIThemeM NpeTpeHHpaHOT
Word2Vec womena y3 cyMmMHpame BEKTOpa pedd |
EYKIINACKY yNaJbEHOCT 32 MEPEHE CITMYHOCTH.

3a Monen BHCOKE IPELHU3HOCTH, 4Hje je yHampeheme
yjeJHO W LWJb OBOT HWCTPaXKHMBarbha, CIPOBEICHO je W
KBaHTUTATHBHO u KBaJINTaTHBHO TECTHPAbE
neppopmancu cujamckor LSTM w BERT wmopena Ha
HUCTOM TECT CKyIy KOjH je CIIOMEHYT Yy IIPETXOIHOM
roraBiby. KBaHTHTaTHBHA aHaM3a je mokaszana aa LSTM
YecTo HHje ycIeBao Jla 00yXBaTH CBE KJbYYHE aclleKTe
KOPHCHHYKOT yNUTa, ILITO je AOBOXWIO a0 Bpahama
JETMMUYHO PENICBAaHTHUX WM TIOTIYHO HETaYHUX
nuTama, 10 je BERT mocturao 3Ha4ajHO 00JbE€ METPHKE
MPEU3HOCTH M TadHOCTH. KBalIWTaTMBHO MOCMAaTpaHo,
BERT je, 3axBasbyjyhin O6osbeM pazymeBamy KOHTEKCTa,
JOCIICMHO TMPOHAIA3M0 CEMaHTHUYKU HajIpUOIKHI]a
NHUTamka, IITO je Pe3yITHpaIo 3HATHO aJeKBaTHUjUM U
MOY3aHHjUM OJITOBOPUMA Y PEaJTHUM CLIEHApHjuMa.

5.3AK/bYYAK

Wmnnemenranuja TpanchopMep Moxena 3a uyerbora y
JOMCHY OCHI'ypama  3Ha4ajHO MO00OJbIIABA TAYHOCT,
Op3MHY ¥ YKYITHO KOPHCHHYKO HCKYCTBO y OIHOCY Ha
MPETXOAHO UMIUIEMEHTHPAHU LSTM  mpuctym.
Tparcdopmepn omoryhasajy 605y 00pamgy KOMITICKCHUX
W JOyTuX YIWATa, IITO je O BEIUKOI 3Hadaja Kako y
OCUTYpamy, Tako U y ApyrHM obnacTuMma. Y IHUJbY Jajbe
NPUMEHJBHUBOCTH Yy PEaJHUM YCJIOBUMa U  JaJbeM
yHanpehewy cucrema Moryhe je uHterpucatu RAG
METOAOJIOTH]y, a Takoje W TPUMEHHTH pas3IuuuTe
MeXaHHW3ME 3allTHTE Mojaraka Kako Ou ce JOoOWIo jorn
Harpennuje, Gpruekcnonmnnuje u 6e30eHje perenhe KOjuM
OM ce moaTHO YHAIPEANIO KOPHCHUYKO HCKYCTBO.
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